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Motivation

e Safety classifiers, such as toxicity detectors, are critical on online forums
e Proactively identifying diverse weaknesses in them is expensive at scale
e Attackers discover and exploit issues post-deployment

e Can we use LLMs to find yet undiscovered attack types?



Contribution - Automated Adversarial Discovery Task

e Task: Formalize generating new types of attacks against safety classifiers

e Empirical Analysis: Find that current attack generation methods do not do
well on the task in terms of adversarial success and diversity

Simple word Blackbox Gradient-based
substitution LLM based methods
Wei & Zou, EMNLP ‘19 Discover-Adapt (Ours) Wichers et al, EACL ‘24

*



Example: Toxicity Detection
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Example: Toxicity Detection
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Evaluating Generated Attacks
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Generating both diverse and adversarial toxic comments is difficult



Problem Formulation
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Existing Approaches

WordNet
WordNet Stupid. What else is replace word with WordNet synonym (Stupid. What else is
going to say? He is coming to say? He
a crook J L is a crook
Polyjuice use GPT-2 to rewrite by incorporating
various counterfactual types , .
. Stupid. What else isw (Stumd. What else is
Polyjuice going to say? He is going to say? He
a crook L cheats people
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Proposed Approach: Discover-Adapt
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Two-step approach:

Discover: Identify unlabeled dimensions of attacks possible

Adapt: Edit the input to imbibe a discovered dimension
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Finding Unlabeled Dimensions of Attacks
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Polyjuice (LM-based) approaches get stuck in known dimensions



Results
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WordNet (non-LM) does not generate sufficiently adversarial attacks



Error Analysis: Discover-Adapt

User Comment

This is bullsh*t, lock up
Maryland instead!

One hit wonder Carl.
What a liberal sc*mbag.

Pathetic. | suppose you |
prefer Hitler too.
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Conclusions

e LLM deployment exposed innumerable vulnerabilities in safety classifiers
e Need automated methods to proactively discover diverse and effective attacks

e Existing methods fare rather poorly, and LLM-based attacks lack diversity
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