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Motivation: Future-proof 
safety classifiers

> New toxicity types come up over time

> Innumerable types of toxicity

> Current updates are costly (red teaming), 
rigid (template-based) and time-taking (data 
collection)

> Can we use LLMs to alleviate problems?

Task: Produce new types of 
adversarial attacks
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Operationalizing the Task

Key Finding: Generating diverse, 
adversarial attacks is REALLY HARD!

and more…

Non-LLM methods

LM-based methods

LLM-based methods

> Generating both 
diverse and adversarial 
comments is difficult

> LM-based methods 
produce known types

> Non-LLM methods 
are not adversarial

Held out dimension: identity attack

> LLMs can be used 
for on-the-fly 
dimension 
classification

> Allows for 
expanding to 
innumerable types
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