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Abstract

Language understanding includes identifying
causal connections between events in a dis-
course, such as news and instructional text. We
study the transferability of causal knowledge
across these two domains by analyzing the ex-
tent to which understanding preconditions in
narratives such as news articles can help mod-
els reason about plans such as cooking recipes,
and vice-versa. Our experiments show that us-
ing instructions to pretrain small models on
one domain before similarly finetuning it on
the other shows a slight improvement over just
finetuning it. We also find that finetuning the
models on a mix of both types of data is better
(∼3-7% absolute) for understanding causal re-
lations in instructional text. While we find that
the improvements do not translate to larger or
already instruction tuned models, our analysis
highlights the aspects of a plan that are better
captured through the interoperability of causal
knowledge.

1 Introduction

Understanding underlying causal relationships is
an important component of understanding narra-
tives such as news articles. These causal relation-
ships often show up as implicit preconditions and
effects of the described events or actions. Precondi-
tions provide a form of logical connection between
events that explains why they occur together. They
include background information and provide the
glue to reason about chains of events common in
narratives.

Preconditions also form the base for reasoning
about other forms of text. Instructional texts such
as how-to procedures often contain prerequisites
and details about world states. Recognizing the
causal elements in a story aids in identifying pre-
requisites in instructional text, while grasping pro-
cedural preconditions can enhance one’s ability to
track news events. Humans use a shared framework

to comprehend preconditions and other causal rela-
tions regardless of the type of text they are reading.
In this paper, we aim to study whether understand-
ing aspects of causal knowledge about narratives
can help models better understand instructional text
and vice versa.

We use PEKO (Kwon et al., 2020), a dataset
of annotated preconditions between event pairs in
news articles, and CAT-BENCH (Lal et al., 2024a),
a benchmark testing step order prediction in cook-
ing recipes. First, we establish the performance of
different T5 (Raffel et al., 2020) and FLANT5 (Wei
et al., 2021) models by finetuning them on each
dataset individually. Next, we study how much
understanding causal relations within one domain
helps understand those in the other. This is done
through causal pretraining, i.e., pretraining models
on the first domain, finetuning on the second as
well as evaluating on it. Finally, we study whether
models are able to capture different types of causal
knowledge when trained on a data mix from both
domains.

Our experiments show that learning various
types of causal relations impacts models differ-
ently. Base models benefit from training over such
knowledge in different domains while larger mod-
els already contain it through their pretraining. Our
analysis finds that causal pretraining and multi-task
finetuning help understand long range relations in
plans and cases where two steps in the plan are not
dependendent on each other, and highlights areas
to better use different types of causal knowledge
together.

2 Related Work

There is a vast body of research on extracting dif-
ferent types of relations between events including
temporal (Pustejovsky et al., 2003), causal (Girju,
2003), paraphrasal (Lin and Pantel, 2001), and pre-
condition relationships (Kwon et al., 2020, 2021).
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ATOMIC (Sap et al., 2019) is a crowd-sourced
dataset of event-event relations, where given a sim-
ple target event (verb phrase and its arguments),
crowd workers provided various types of common-
sense knowledge. The Rich Event Description
(RED) dataset (O’Gorman et al., 2016) was cre-
ated to model a broad set of event-event relations
in news. CaTeRS (Mostafazadeh et al., 2016) con-
tains data similar to preconditions captured through
just one causal relation but focuses on 5 sentence
short stories and only contains ∼400 data points.
EventStoryLine (Caselli and Vossen, 2017) is also
small in size and further does not explicitly cap-
ture preconditions. The Precondition Knowledge
(PEKO) dataset (Kwon et al., 2020) contains large-
scale crowdsourced annotations about precondition
relations between event pairs in news stories.

Understanding instructional text involves multi-
ple aspects such as tracking entity states (Bosselut
et al., 2018; Henaff et al., 2017), linking actions
(Pareti et al., 2014; Lin et al., 2020; Donatelli et al.,
2021), next event prediction (Nguyen et al., 2017;
Zellers et al., 2019; Zhang et al., 2020a) and more.
Zhang et al. (2020b) formalize several multiple-
choice tasks related to step- and goal- relations in
procedures. Kiddon et al. (2015) explore predict-
ing dependencies in cooking recipes and related
tasks. Similar work has been done on identifying
dependencies in multimodal instructions with im-
ages and text (Pan et al., 2020; Wu et al., 2024).
CAT-BENCH (Lal et al., 2024b) clearly studies the
prediction and explanation of temporal ordering
constraints on the steps of an instructional plan.

Humans have the ability to utilize knowledge
from previous experiences when learning a new
task. Prior work has explored techniques of trans-
fer learning and domain adaptation to learn skills
in various contexts. Zoph et al. (2016); Kocmi and
Bojar (2018) explored using parallel data from high
resource languages to improve translation in low
resource languages. Gururangan et al. (2020); Han
and Eisenstein (2019) use domain adaptation tech-
niques for models to learn new tasks. Similar to
these, we investigate whether understanding causal
knowledge in one domain helps with another.

3 Data

To study the transferability of causal knowledge,
we use CAT-BENCH and PEKO, which contain
information about dependencies between a plan’s
steps and preconditions about events respectively.

CAT-BENCH (Lal et al., 2024b) is a dataset of
causal dependency questions defined on cooking
recipes to evaluate the causal and temporal rea-
soning abilities of models over instructional plans.
Specifically, it focuses on the ability to recognize
temporal dependencies between steps i.e., decid-
ing if one step must happen before or after another.
For a recipe in the dataset, containing an ordered
number of steps, the dataset contains either of two
binary questions: (1) Must stepi happen before
stepj? and (2) Must stepj happen after stepi? We
pool questions from dependent pairs of steps into
DEP, and the rest into NONDEP1.

PEKO is a dataset consisting of crowdsourced
annotations of preconditions between event pairs
in news articles. Kwon et al. (2020) first subsample
events and their temporal relations using CAEVO
(Chambers et al., 2014) from the New York Times
Annotated Corpus (Sandhaus, 2008). The resul-
tant set was then filtered to retain only pairs of
events that have a “before" or “after" temporal re-
lation between them. These were further sampled
and given to annotators who evaluated whether or
not the candidate precondition event was an actual
precondition for the target event resulting in 30k
annotations.

4 Experiment Details

We provide critical information about the models
and training regimes we use for our experiments.

4.1 Models

We conduct our experiments with the base and large
models of the T5 and FLANT5 model family.

T5 reframes all text-based language problems
into a text-to-text format. It is based on the encoder-
decoder transformer architecture and is fine-tuned
across a wide range of tasks by converting inputs
and outputs into text strings. This unified approach
allows T5 to effectively transfer learned knowledge
from one task to another, achieving then state-of-
the-art results across a wide range of benchmarks.

FLANT5 involves fine-tuning a T5 model with
a diverse set of task-specific instructions before
applying it to downstream tasks. Different from
previous standard pretraining and finetuning meth-
ods, this approach enhances the model’s ability to
generalize across different tasks by explicitly teach-
ing it to follow instructions during the finetuning

1Note that the answers to all the questions in the DEP set
are ‘yes’, and the answers to NONDEP questions are ‘no’.
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T5-B T5-L FLAN-B FLAN-L

PEKO / PEKO (FT) 0.76 0.80 0.78 0.80

CAT-BENCH → PEKO / PEKO (CP) 0.78 0.80 0.78 0.80

BOTH / PEKO (MFT) 0.79 0.80 0.79 0.81

CAT-BENCH / CAT-BENCH (FT) 0.8 0.92 0.91 0.95

PEKO → CAT-BENCH / CAT-BENCH (CP) 0.82 0.89 0.91 0.92

BOTH / CAT-BENCH (MFT) 0.87 0.91 0.90 0.93

Table 1: Macro F1 of different T5 and FLANT5 trained models on PEKO and CAT-BENCH. The dataset listed in
red denote the data the model was trained on, and the dataset listed in green denotes the benchmark on which the F1
score is calculated. B represents base sized models and L represents the large sized models. → denotes that the
model has been sequentially trained on the dataset before → first and then on the dataset listed after it.

phase.

4.2 Experiments

We first manually craft an instruction for the task
corresponding to each dataset and prepend2 it to all
data points. We then follow three distinct training
regimes as described below.
Finetuning (FT) In this regime, we finetune a
model on the corresponding dataset to establish
its performance on the task.
Causal Pretraining (CP) We first pretrain a model
on one dataset before finetuning on the other. To
do so, for instance, we first pretrain a model on
PEKO and then finetune on CAT-BENCH to study
whether learning preconditions about real world
events in news helps better understand aspects of
causal knowledge within plans. Theoretically, the
model learns to detect causal dependencies from
the first stage before adapting to the target dataset.
This is aimed to test the transferability of causal
knowledge between narratives such as news and
instruction following content such as recipes.
Multi-Task Finetuning (MTF) We combine the
corresponding splits of both instruction prepended
datasets, shuffle them and finetune a model on it.
This setting studies whether a model can learn dif-
ferent aspects of causal knowledge when given data
from varying domains.

5 Results

Table 1 shows the performance of different mod-
els trained using the various training regimes de-
scribed above. First, we find that all the FT models
for PEKO achieve better performance than the best

2We also experiment with no prefix and an alternate prefix.

finetuned models reported in Kwon et al. (2020).
Particularly, comparing models of the same size,
T5 and FLANT5 are better on this binary classi-
fication task than the reported BERT model even
though they are generative models. FT models for
CAT-BENCH show improved performance over any
of the reported baselines, which is expected as the
baselines are only zero- and few-shot settings.

We observe mixed results when using the causal
pretraining regime (CP). It is clear that first learn-
ing about preconditions from news events helps
T5-BASE understand cause and effect relations im-
plicitly encoded within the steps of a plan. We hy-
pothesize that larger models already encode such
knowledge in their parameters and such pretraining
does not affect downstream performance. These
findings also hold when first learning about plans
followed by news events. Clearly, transferring
causal knowledge between generic news events and
highly specific actions in a plan lead to improved
reasoning across both.

Multi-task training (MFT) over both datasets
together improves T5-BASE performance over fine-
tuning (FT) regardless of the target task. In fact,
there is a large improvement (∼7%) on CAT-
BENCH in this regime, and a small improvement
in understanding news events in PEKO. However,
while the opposite is true for T5-LARGE, the drop
is negligible. This training paradigm does not im-
pact FLANT5 performance on PEKO but mixing
causal information in news with that in plans leads
to slight decrease in understanding the latter.

Overall, we find that the training regime heavily
impacts a model’s performance on a causal under-
standing task. Simply following one regime will
not lead to improvements across all tasks, and it is

10



important to explore the different options.

6 Analysis

Having established the differences in training
regimes across different settings, we investigate
the abilities T5-BASE on CAT-BENCH to better
understand our results.

6.1 Reasoning as a function of Step Distance

We study how the distance between the steps in
question impacts model performance across train-
ing regimes. A question is said to be about close
steps (stepi, stepj) if (j − i) < 3, and distant oth-
erwise. For CP and MFT, we calculate the number
of cases where the corresponding regime corrects
an error found in FT.

Figure 1: Distribution of improvements produced due
to different T5-BASE training regimes for CAT-BENCH
as a function of distance between the steps being asked
about.

Figure 1 shows the distribution of these correc-
tions as divided by the distance between the pair of
steps in question. We hypothesize that models are
likely to predict a dependencies between steps that
are distant from each other, since it is likely that
steps towards the end depend on ones near the start.
We find that both CP and MFT improve reasoning
more for distant steps rather than closer ones, indi-
cating that the extra data helps understand indirect
connections, or lack thereof, between steps.

6.2 Reasoning over Directional Dependencies

We study how models handle questions about dif-
ferent aspects of the same pair of steps. Typically,
questions about why a step must happen before
another require reasoning about preconditions and
causes, while answering why a step must happen
after another requires understanding the effects of
any performed actions.

Table 2 shows the performance of T5-BASE on
questions testing the ‘before’ and ‘after’ order be-
tween steps. We find that causal pretraining (CP)
helps the model for questions about both depen-
dent and non-dependent pairs of steps. In fact, CP
helps the most on the non-dependent subset which
is harder to detect.

Before After

DEP
FT 0.82 0.82
CP 0.84 0.83

NONDEP
FT 0.77 0.76
CP 0.80 0.79

Table 2: Performance (macro F1) of T5-BASE on CAT-
BENCH when just finetuned (FT) on the target dataset
as compared to using causal pretraining (CP) split by
the type of dependence relations between the plan steps.

We also use the dependency related annotations
in CAT-BENCH to understand the types of improve-
ments the different training setups brings over fine-
tuning. To do so, we extract the cases where FT
fails but CP or MFT fix that error.

Figure 2: Distribution of improvements produced due
to different T5-BASE training regimes for CAT-BENCH
as a function of whether there is a dependency between
within the pair of steps being asked about.

Figure 2 shows that the overwhelming majority
of improvements are found for step pairs without
a dependency. Detecting that two steps do not de-
pend on each other is harder than the inverse since
it involves eliminating all possibilities of there be-
ing a dependency between the steps.

7 Conclusion

With the ubiquity of causal relations, we study the
transferability of such knowledge between critical,
real-world domains. We investigate how learning
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about preconditions in news events impacts mod-
els’ abilities to reason about causes and effects in
plans and vice versa. Comparing different training
setups reveals that, while different domains require
varying finetuning strategies, transferring causal
knowledge is helpful for smaller models. Larger
models often already encode such information. Our
error analysis reveals aspects of a plan that such
regimes help with, highlighting areas of improve-
ment for future research.

Limitations

We limit our investigation to two encoder-decoder
pretrained models which are much smaller (in
terms of number of parameters) than decoder-only
large language models such as GPT-3 and others.
Nonetheless, these small models are pretrained on
large swathes of text and capture a model causal
knowledge related to the world in their parameters.
While we study such models as an artifact possibly
reflecting a view of the world, we acknowledge that
they don’t capture all aspects of it. Even with our
findings, they must be deployed only after exten-
sive testing to study how they impact people. Fi-
nally, our work only investigates English-language
documents and this limits the generalizability of
our findings to other languages.
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A Experiment Details

A.1 Hyperparameters
Here, we describe the hyperparameters we use to
train our models. For both T5-BASE and FLANT5-
BASE, we use a learning rate of 3e-4 for FT and
MTF. For transfer during the CP stage, we use a
lower learning rate of 1e-4, specifically we find that
using a higher learning rate leads to a degradation
in performance here for the FLANT5-BASE models.
For T5-LARGE and FLANT5-LARGE, we use a
learning rate of 5e-5 for CAT-BENCH and 1e-4 for
PEKO during FT, and a learning rate of 5e-5 for
MTF. For the transfer stage, we use a learning rate
of 1e-4, and surprisingly find that a lower learning
rate here leads to poor performance in contrast to
the base models. All models were trained with a
batch size of 64 and for a maximum of 7 epochs
with early stopping.

A.2 Dataset Details

Train Validation Test
CAT-BENCH 13,868 1,616 2,840
PEKO 23,158 2,895 2,895

Table 3: Number of examples in different splits of each
dataset

Table 3 presents statistics of the datasets - PEKO

and CAT-BENCH - used for our experiments.
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